Terminology
	Acute myocardial infarction
	Heart attack

	Bias
	A systematic tendency for results to differ from the truth

	Confidence interval
	Gives the precision of an estimate.  It shows the range of values that encompass the population or ‘true’ value, estimated by a certain statistic, with a given probability.

	Confounding
	The presence of two exposures which influence an outcome but are not separated. Comparisons of two populations which differ in the frequency of these exposures but where both are not taken into account will be confounded. So in a comparison of dementia rates in two towns with different average ages the comparison of towns is confounded by age.

	Correlation
	The relationship between two variables (e.g. child’s age and reading ability)

	Crude rate, age-specific rate
	An unadjusted rate.

An age-specific rate refers to a crude rate for a specific age group e.g. 10-14 year olds

	Denominator
	The lower portion of the fraction used to calculate a rate or ratio. If 4 out of 150 people are unemployed, the denominator is 150.

	Incidence
	The number of new cases of a disease per 1000 (or other convenient number) of the population per year (or other convenient time period).

	Null Hypothesis
	Starting supposition in an analysis of no relationship between two variables or no difference between two treatments. e.g the treatments are the same, there is no relationship between child’s age and reading ability.

	Numerator
	The upper portion of the fraction used to calculate a rate or ratio. The number who have a condition or characteristic. If 5 out of 10 people have backache the numerator is 5.

	Odds, odds ratio
	The odds are the number in a group who have an outcome divided by the number who do not have an outcome. If there are ten people and 4 get cancer, the odds of getting cancer are 4/6 = 0.67. By contrast, the risk of getting cancer in this group is 4/10 = 0.40.

The odds ratio is the odds in the exposed group divided by the odds in the unexposed group. So if the odds of cancer in smokers are 6 and in non-smokers 3, then the odds ratio is 2. 

	Outlier
	An observation that lies outside the overall pattern observed.

	Overdispersion
	The presence of greater variability (heterogeneity) in a dataset than would be expected based on a given simple statistical model.

	Prevalence
	The number of cases present per 1000 (or other convenient number) of the population at a particular point in time

	P-value
	A measure of the statistical significance of an estimate (if an estimate is statistically significant then it is unlikely to have occurred by chance).  

	Quality and outcomes framework (QOF)
	UK wide quality improvement scheme for general practice introduced as part of the 2004 new General Medical Services contract.

	Regression
	Techniques to help you understand how the typical value of the dependent variable changes when any one of the independent variables is varied, while the other independent variables are held fixed.  Also, to understand how which independent variables are related to the dependent variable.

	Response rate
	The number of people who respond to a survey divided by the number who were eligible to respond

	Relative risk
	The risk in an exposed group compared to the risk in an unexposed group. So if the risk of school dropout in looked after children is 5% and the risk in non-looked after children is 1% then the relative risk is 5.

	Risk
	The probability that an event will occur. So if 4 out of 10 people get cancer the risk of cancer in this group is 4/10 = 0.40

	Sample size
	The number of observations included in the sample (the denominator).

	Standardisation
	A statistical method of adjusting figures so that they are related to a standard reference population. This allows comparisons between two populations to take account of any differences in their age/sex structure. Standardisation can also be used to adjust for other population characteristics.

	 - direct standardisation
	Applies age-specific rates of a local area to the population structure of a reference area.

	 - indirect standardisation
	Applies age-specific rates of a reference area to population estimates in a local area.

	Standard error
	A measure of the precision of the sample mean - depends on both the standard deviation and the sample size.

	Type I error
	Rejection of a true null hypothesis – “false positive” - e.g. convicting an innocent person / falsely finding a cancer at screening test / raising a false alarm.

	Type II error
	Accepting a false null hypothesis – “false negative” – e.g. letting a guilty person go free / missing a cancer at screening test / failing to raise an alarm.


